Evaluation of the ACR SmartButton thermometer and a low-cost protective case for continuous stream temperature measurement

Jon Molinero*, Aitor Larrañaga, Javier Pérez, Aingeru Martínez and Jesús Pozo


* Corresponding author: jon.molinero@ehu.es

Received: 2/2/12 Accepted: 20/9/12

ABSTRACT
Evaluation of the ACR SmartButton thermometer and a low-cost protective case for continuous stream temperature measurement

Water temperature is a common variable of interest in stream ecology studies. In this paper, the performance of the ACR SmartButton thermometer and a low-cost protective case were evaluated for stream temperature measurement. The accuracy of the SmartButtons at 0, 10 and 15 °C was well within the ±1 °C range specified by the manufacturer. For 50-60 % of the readings performed, the error was greater than the ±0.2 °C correction factor accepted for meteorological temperature measurements. However, the observed level of accuracy is most likely sufficient for most biological applications if the loggers are calibrated against a reference standard. The metallic case that we used had a negligible effect on temperature measurements and offers a reliable way to protect the SmartButton during use in small streams.
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INTRODUCTION
Temperature is a common variable of interest in stream studies because it influences in-stream processes (e. g., organic matter decomposition, Stout, 1989) and the distribution, physiology and behaviour of stream biota (Wehrly et al., 1998; Lewis et al., 2000; Dunham & Chandler, 2001). Various methods are currently used for measuring temperature in aquatic systems, including Raman backscatter distributed temperature sensing (Selker et al., 2006; Tyler et
However, the use of digital thermometers with datalogging capability is still the most affordable and common method for monitoring water temperature (e.g., Malard et al., 2001; Johnson et al., 2005; Herb & Stefan, 2011). Attempts to assess stream temperature across large regions have been limited by the high equipment and travel costs associated with maintaining a large number of thermometers spread out over many sites (Wehrly et al., 1998), but the recent development of small, more affordable sensors has resulted in an increased number of individual datasets collected by private and public organisations (e.g., Lewis et al., 2000). The utility of such collective efforts may be limited, however, if variation in measurement quality prevents the comparison of multiple datasets from different sources. A situation may develop in which large datasets exist but the information that can be extracted from them is not reliable (the data-rich-but-information-poor syndrome; Ward et al., 1986; Timmerman et al., 2010). The information in multi-source water temperature datasets will be useful if, among other things, it is credible and the users perceive it to be accurate, valid and of high quality (Cash et al., 2003). In addition to data acquisition, efforts should be directed towards documenting and assuring the quality of stream temperature measurements.

Standards for the quality of environmental temperature measurements have been established by the World Meteorological Organization (WMO, 2008). However, it is not economical to use thermometers that meet these requirements directly. Typically, less expensive thermometers are used by calibrating the thermometer in the laboratory and applying correction factors to the collected data as needed. Calibration involves comparison of the thermometer readings with a standard to determine how closely the instrument matches the standard. Calibration standards for many environmental variables (e.g., concentrations of chemicals in water) can be easily produced in the laboratory for measurement (e.g., a calibration curve for a spectrophotometer). In contrast, the standard scale for temperature measurement is based on the thermodynamic state of various substances at triple point or freezing point equilibrium as measured with a platinum resistance thermometer (Preston-Thomas, 1990). Because the reproduction of this scale for routine calibration is not feasible, a need arises to calibrate against another thermometer that is traceable back to the international temperature standard. Performing periodic calibrations of the thermometers against a reference standard is also useful for detecting those that become defective due to malfunction or age (Dunham et al., 2005).

In addition to the issue of calibration, the use of temperature dataloggers in streams requires making decisions about the installation of the sensor in the field. Installation of a thermometer in a stream commonly requires the use of a protective case to avoid physical damage to the instrument. The case can be either a part of the instrument itself or a commercially manufactured or individually constructed enclosure. Water-resistant sensors and cases that allow the flow of water through the case are preferred for making measurements in aquatic systems because the temperature of air trapped inside a watertight case equilibrates with the surrounding water too slowly and causes a time lag in measurements (Dunham et al., 2005). The material and colour of the case are also important (Dunham et al., 2005). Some materials, such as wood and plastic, are poor conductors of heat, which can lead to differences between the temperature measurements and actual temperatures. In the case of colour, metallic and white surfaces are preferred because dark surfaces result in increased heating of the thermometer when exposed to sunlight. In any case, testing of the protective case is required to ensure that the case does not interfere with the temperature measurements (Hubbart et al., 2005).

In this study, we evaluated the use of the ACR SmartButton thermometer (ACR Systems Inc., 2010) for continuous water temperature measurement and tested the effects of a new protective case on temperature measurements. We also proposed a protocol for the calibration of the thermometer and the correction of sensor temperature data.
MATERIALS AND METHODS

Reference standard measurement for temperature

The current accepted international standard for temperature measurements is the International Temperature Scale of 1990 (Preston-Thomas, 1990; ITS-90, 1999), which establishes the temperature values for various substances at triple point or freezing equilibrium. As an example, standards within the range −40 to 30 °C, which are significant for measuring environmental temperatures, include the triple point of mercury (−38.8344 °C), the triple point of water (+0.01 °C) and the freezing point of gallium (+29.7646 °C).

A calibration must be performed against a thermometer that is traceable back to this standard scale. As a reference thermometer, we used an ASTM 63C mercury thermometer (measuring range −8.0-32.0 °C, resolution 0.1 °C). For this thermometer, the supplier provides a certificate from a calibration laboratory that gives correction factors at 0, 10.0, 20.0 and 30.0 °C.

ACR button thermometer

The ACR SmartButton datalogger (17.35 mm diameter × 5.89 mm height) has a stainless steel case and a weight of 4 g (ACR Systems Inc., 2010). The measuring element is a silicon thermistor that has an operational range of −40 °C to 85 °C with a stated accuracy of ± 1.0 °C from −30 °C to 45 °C and a resolution of 0.5 °C. The SmartButton stores up to 2048 temperature measurements and the sampling interval can be programmed from 1 to 255 minutes. If measurements are recorded at 1-hour intervals, which would detect stream maximum daily temperature within ± 1 °C with a probability of 98 % (Dunham et al., 2005), the SmartButton has the storage capacity to continuously record measurements of stream water temperature for 85 days.

Accuracy tests

All accuracy tests were performed using water in a plastic tray that was placed over a 2-cm polystyrene plate for isolation. In the first accuracy test, the ice bucket method (Dunham et al., 2005; Hubbart et al., 2005) was used by adding ice to the plastic tray. The second and third accuracy tests were performed in an INFOR Multi-Tron incubator with target temperatures of 15 and 10 °C, respectively. In the accuracy tests, the temperature of the water in the tray was measured at 15-minute intervals with the reference mercury thermometer. Based on the observations from the accuracy tests, we developed a method for routine calibration of the SmartButton and calculated discrete values (−1.0, −0.5, 0.0, +0.5 and +1.0 °C) to correct sensor readings (see Appendix).

Construction and testing of the protective case

The protective case was constructed from a stainless steel tea filter (Fig. 1). The two halves of the tea filter were separated, and a hole was drilled into the top of each piece with a 6-mm metal drill bit. The two halves were held together with a stainless steel screw (6-mm diameter, 40-mm length) and two bolts. The screw was fixed to one half of the filter case with one of the bolts such that the other half could slide on and off the screw for opening and closing the case. The sliding half was secured in position with the second bolt.

The anchorage cable was made with stainless steel wire. We used bicycle brake wires because they are conveniently riveted in one ending. The
wire was passed through two of the small holes in the filter and an electrical connector was used to secure the case in the center of the wire. Two other electrical connectors make the ending wire loops that fix the case in the field. Each set of case and attachment wire was supplied with a galvanized iron karabiner (5 or 6 mm thickness) that allows fixing easily the thermometer to the roots and branches that are found in the stream.

To test for a possible effect of the protective case on temperature measurements, two incubations were performed in a 5-L bucket filled with water. The first incubation test was performed in the field, and the second one was performed in an incubation chamber held at a constant temperature (11 °C). Four ACR SmartButtons were labelled (T1, T2, T3 and T4) and programmed for data acquisition at 5-minute intervals. Each incubation lasted for two weeks. During the first week, all four thermometers were incubated without a protective case. During the second week, T1 and T2 were incubated without a protective case and T3 and T4 were each wrapped in small plastic Ziploc bag (13 × 7 cm) and incubated inside a protective case. The data from thermometers T1 and T2 from the second week were used to estimate the response of thermometers T3 and T4 without the case. The estimates were calculated with linear regressions that used the temperature measurements from thermometers T3 and T4 as the dependent variables and the mean values of the temperature measurements from thermometers T1 and T2 as the predictor variable. The data collected on the first and last day of the incubations were discarded so that only the data from the days in which the whole daily temperature cycle was measured were used in the analysis.

In addition, to test for the effect of the correction factors on measurements obtained under field conditions, six thermometers were placed in a small stream for 36 hours, and the mean, minimum and maximum temperatures of each thermometer were calculated before and after applying the correction factors obtained from the calibration test. The thermometers used in this test were selected to represent the range of error observed in the accuracy tests. Thus, two thermometers had error values < −0.5 °C, two thermometers had error values between −0.5 and 0.5 °C and the remaining two thermometers had error values > 0.5 °C.

**Statistical analysis**

The SmartButton mean temperatures and the reference temperatures from the accuracy tests were compared using one sample t-tests, and the raw and corrected temperature measurements were compared using paired t-tests. The variance of the raw measurements and the variance of the corrected measurements were compared with an F test. The comparison analyses followed Zar (2010). Least square linear regressions were performed following Montgomery et al. (2001) to determine the effects of the protective case on temperature measurements. All statistical analyses were performed with R (R Development Core Team, 2011).

**Figure 2.** Temperatures measured with SmartButtons ($n = 35$) during the first and second calibration tests (mean, minimum and maximum temperatures are shown). Gray bands indicate the data that were used for the analysis of the accuracy of the SmartButtons and the reference thermometer measurements. Temperaturas medidas con los Smartbuttons ($n = 35$) durante la primera y la segunda prueba de calibración (se muestran la temperatura media, mínima y máxima). Las bandas grises indican los periodos que se utilizaron para analizar la precisión de los SmartButtons y la temperatura medida con el termómetro de referencia.
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Table 1. Error values for temperature measurements taken with SmartButton thermometers in the three accuracy tests before and after corrections were applied (target temperature: temperature at which the thermometer is to be calibrated; incubator setting: temperature that is set manually using the incubator thermostat; reference temperature: temperature measured with the reference mercury thermometer placed inside the incubator). Error de las medidas de temperatura recogidas con SmartButtons en las tres pruebas de precisión antes y después de aplicar correcciones (temperatura objetivo: temperatura a la que queremos calibrar los termómetros; ajuste de la incubadora: temperatura que introducimos manualmente en el termostato de la incubadora; temperatura de referencia: temperatura medida con el termómetro de mercurio de referencia dentro de la incubadora).

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target temperature (°C)</strong></td>
<td>0.00</td>
<td>15.00</td>
<td>10.00</td>
</tr>
<tr>
<td><strong>Incubator/bath setting (°C)</strong></td>
<td>0.00</td>
<td>15.00</td>
<td>11.20</td>
</tr>
<tr>
<td><strong>Reference temperature (°C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.06±0.05</td>
<td>13.70±0.00</td>
<td>9.60±0.00</td>
</tr>
<tr>
<td><strong>Uncorrected sensor readings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(x &lt; -1.0°C)</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
<tr>
<td>(-1.0 \leq x &lt; -0.5°C)</td>
<td>592 18.6 %</td>
<td>224 7.0 %</td>
<td>58 4.4 %</td>
</tr>
<tr>
<td>(-0.5 \leq x \leq 0.5°C)</td>
<td>2456 77.1 %</td>
<td>2961 93.0 %</td>
<td>1267 95.6 %</td>
</tr>
<tr>
<td>(0.5 &lt; x \leq 1.0°C)</td>
<td>86 2.7 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
<tr>
<td>(x &gt; 1.0°C)</td>
<td>51 1.6 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
<tr>
<td><strong>Corrected sensor readings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(x &lt; -1.0°C)</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
<tr>
<td>(-1.0 \leq x &lt; -0.5°C)</td>
<td>76 2.4 %</td>
<td>1 0.0 %</td>
<td>15 1.1 %</td>
</tr>
<tr>
<td>(-0.5 \leq x \leq 1.0°C)</td>
<td>3060 96.0 %</td>
<td>3184 100.0 %</td>
<td>1310 98.9 %</td>
</tr>
<tr>
<td>(0.5 &lt; x \leq 0.5°C)</td>
<td>49 1.5 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
<tr>
<td>(x &gt; 1.0°C)</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
<td>0 0.0 %</td>
</tr>
</tbody>
</table>

* A bath filled with ice and water was used (0.00 °C is the melting point of water).

RESULTS

Accuracy tests

The reference temperature varied between 0.0 and 0.3 °C during the ice bucket incubation, but only the measurements from the period in which the temperature oscillated between 0.0 and 0.1 °C were used for the accuracy test (Fig. 2, Table 1). In the second and third accuracy tests, the reference temperature held constant at 13.7 °C (Fig. 2, Table 1) and 9.7 °C (not shown, Table 1). In both cases, the reference temperature was lower than the target temperature and also differed from the thermostat setting of the incubator (Table 1).

The error values for the sensor readings in the accuracy tests are presented in Table 1. During the ice bucket incubation, 3185 temperature measurements were taken, of which 51 (1.6 %) differed from the reference temperature by more than 1 °C, 678 (21.3 %) differed from the reference temperature by between 0.5 and 1.0 °C and 2456 (77.1 %) differed from the reference temperature by less than 0.5 °C. During the accuracy test at 13.7 °C, 3185 measurements were taken. Of these measurements, none differed from the reference temperature by more than 1.0 °C, but 224 (7.0 %) differed from the reference temperature by between 0.5 and 1.0 °C and 2961 (93.0 %) differed from the reference temperature by less than 0.5 °C. During the accuracy test at 9.7 °C, 1325 measurements were taken, of which none differed from the reference temperature by more than 1 °C, but 58 (4.3 %) differed from the reference temperature by between 0.5 and 1.0 °C and 1267 (95.6 %) differed from the reference temperature by less than 0.5 °C.

The mean values of the temperature measurements taken with the SmartButtons in the accuracy tests differed slightly from the reference temperatures (Table 2); however, a significant difference between the reference and mean measured temperature (Student’s t, \(p < 0.05\)) was only observed in the second accuracy test. The
error values for the SmartButton measurements ranged from −0.13 to 0.07 °C and the repeatability of the measurements (calculated as the standard deviation of the error) ranged from 0.25 to 0.37 °C, which indicated that 95% of the SmartButton mean temperatures were within ± 0.73, ± 0.49 and ± 0.53 of the reference temperature for the first, second and third accuracy test, respectively.

Based on the accuracy tests, we calculated correction factors for each sensor that ranged from ±0.13 to ±0.07 °C and the mean temperatures were within ±0.73, ±0.49 and ±0.53 of the reference temperature for the first, second and third accuracy test, respectively.

The standard deviations ranged from ±0.04 to ±0.07 °C, indicating that 95% of the measured temperatures varied between 3 and 14 °C (Appendix). After the corrections were applied, the percentage of the measurements decreased significantly (paired Student’s t-test, \( p < 0.001 \)) from the reference temperature for the three accuracy tests. The standard deviations of the measurements decreased significantly (F test, \( p < 0.01 \)) after the corrections were applied. The standard deviations ranged from ±0.04 to ±0.07 °C, indicating that 95% of the mean temperatures values from the SmartButtons were within ±0.15 °C of the mean temperature for the first and second accuracy tests and within ±0.09 °C for the third accuracy test. The calibration process increased the repeatability of the measurements and the error values were maintained within ±0.25 °C of the reference temperatures. The significant differences between the SmartButton measurements and the reference temperatures after the correction were a result of the higher repeatability and lower variance of the SmartButton measurements.

### Incubation tests

During the first week of the field incubation, temperature varied between 4 and 14 °C (Fig. 3A, Table 3), and the mean temperature according to the measurements of SmartButtons T1 and T2 was 9.78 °C. Differences between the SmartButtons that displayed the lowest and highest temperature were equal to or less than 0.5 °C for 96.7% of the measurements (\( n = 7752 \)) and equal to or less than 1.0 °C for 99.8% of the measurements (\( n = 7752 \)). The data collected during the field incubation were used to build linear models showing the relationships between the data from T3 and T4 (\( y \)) and the mean values of the data from T1 and T2 (\( x \)):

\[
T3, y = 0.99x + 0.01, \quad r^2 = 0.99, \quad p < 0.001 \quad (1)
\]

\[
T4, y = 1.01x + 0.20, \quad r^2 = 0.99, \quad p < 0.001 \quad (2)
\]

In the second week of the field incubation (Fig. 3B, Table 3), the temperature measurements varied between 3 and 14 °C, and the mean temperature was 8.34 °C, approximately 1.5 °C lower than in the first week. Differences

---

**Table 2.** Temperature (mean ± standard deviation, °C) measured with the SmartButtons in the three accuracy tests before and after corrections were applied. Temperatura (media ± desviación estándar; °C) medida con los SmartButtons en las tres pruebas de precisión antes y después de aplicar correcciones.

<table>
<thead>
<tr>
<th></th>
<th>Test 1 ( n = 35 )</th>
<th>Test 2 ( n = 35 )</th>
<th>Test 3 ( n = 25 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reference temperature (°C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.06 ± 0.05</td>
<td>13.70 ± 0.00</td>
<td>9.60 ± 0.00</td>
</tr>
<tr>
<td><strong>Measured temperature (°C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.07 ± 0.37</td>
<td>13.57 ± 0.25</td>
<td>9.67 ± 0.27</td>
</tr>
<tr>
<td>Error ± SD</td>
<td>0.01 ± 0.37</td>
<td>−0.13 ± 0.25</td>
<td>0.07 ± 0.27</td>
</tr>
<tr>
<td><strong>Corrected temperature (°C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.03 ± 0.07</td>
<td>13.52 ± 0.07</td>
<td>9.51 ± 0.04</td>
</tr>
<tr>
<td>Error ± SD</td>
<td>−0.03 ± 0.07</td>
<td>−0.18 ± 0.07</td>
<td>−0.09 ± 0.04</td>
</tr>
</tbody>
</table>
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between the thermometers that displayed the lowest and highest temperature were equal to or less than 0.5 °C for 96.3% of the measurements \((n = 7752)\) and equal to or less than 1.0 °C for 100% of the measurements \((n = 7752)\). We estimated that the use of the protective case increased the temperature measurements of the SmartButtons by 0.05-0.10 °C (Table 3). The chamber incubations (Fig. 3C and 3D) confirmed the field observations, showing that the effect of the case on the temperature measurements was negligible (Table 3). In summary, the differences in measurements among the thermometers in the incubation tests were within 0.5 °C, which

![Figure 3](image-url)

**Figure 3.** Temperatures measured with SmartButtons \((n = 4)\) during the incubation tests (A, first week of field incubation; B, second week of field incubation; C, first week of chamber incubation; D, second week of chamber incubation). Temperaturas medidas con los SmartButtons \((n = 4)\) durante los experimentos de incubación (A, primera semana de incubación en el campo; B, segunda semana de incubación en el campo; C, primera semana de incubación en cámara fría; D, segunda semana de incubación en cámara fría).
Table 3. Temperature (mean ± standard deviation, °C) measured during the incubation experiments and estimation of the effect of the protective cases (T1 and T2 are control thermometers incubated without protective cases, T3 and T4 are test thermometers incubated without a protective case during the first week and inside a protective case during the second week). Temperatura (media ± desviación estándar, °C) medida durante los experimentos de incubación y estimación del efecto de las carcasas protectoras (T1 y T2 son los termómetros de control incubados sin carcasas protectoras, T3 y T4 son los termómetros de prueba incubados sin carcasas protectoras durante la primera semana y dentro de las carcasas protectoras durante la segunda semana).

<table>
<thead>
<tr>
<th>Field incubation</th>
<th>T1 (°C)</th>
<th>T2 (°C)</th>
<th>T3 (°C)</th>
<th>T4 (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First week</td>
<td>10.05 ± 2.29</td>
<td>9.51 ± 2.29</td>
<td>9.62 ± 2.28</td>
<td>9.91 ± 2.30</td>
</tr>
<tr>
<td>Second week</td>
<td>8.50 ± 1.55</td>
<td>8.28 ± 1.26</td>
<td>8.47 ± 1.51</td>
<td>8.70 ± 1.53</td>
</tr>
<tr>
<td>Estimated values</td>
<td>—</td>
<td>—</td>
<td>8.37 ± 1.54</td>
<td>8.65 ± 1.56</td>
</tr>
<tr>
<td>Case effect</td>
<td>—</td>
<td>—</td>
<td>+0.10</td>
<td>+0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chamber incubation</th>
<th>T1 (°C)</th>
<th>T2 (°C)</th>
<th>T3 (°C)</th>
<th>T4 (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First week</td>
<td>8.28 ± 0.45</td>
<td>7.89 ± 0.53</td>
<td>8.00 ± 0.59</td>
<td>8.33 ± 0.57</td>
</tr>
<tr>
<td>Second week</td>
<td>8.13 ± 0.47</td>
<td>7.84 ± 0.52</td>
<td>7.96 ± 0.48</td>
<td>8.19 ± 0.49</td>
</tr>
<tr>
<td>Estimated values</td>
<td>—</td>
<td>—</td>
<td>7.87 ± 0.56</td>
<td>8.23 ± 0.46</td>
</tr>
<tr>
<td>Case effect</td>
<td>—</td>
<td>—</td>
<td>+0.11</td>
<td>+0.04</td>
</tr>
</tbody>
</table>

1Estimated with linear models (1) and (2).

Table 4. Temperature (mean ± standard deviation, °C) measured with calibrated and uncalibrated SmartButtons in a small stream over a 36-hour period (n = 6). Temperatura (media ± desviación estándar, °C) medida con SmartButtons calibrados y sin calibrar en un arroyo durante 36 horas (n = 6).

<table>
<thead>
<tr>
<th></th>
<th>Mean temperature (°C)</th>
<th>Minimum temperature (°C)</th>
<th>Maximum temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncorrected</td>
<td>15.16 ± 0.22</td>
<td>14.67 ± 0.26</td>
<td>15.58 ± 0.20</td>
</tr>
<tr>
<td>Corrected</td>
<td>15.00 ± 0.12</td>
<td>14.50 ± 0.00</td>
<td>15.42 ± 0.22</td>
</tr>
</tbody>
</table>

was similar to the resolution of the SmartButtons. Furthermore, the protective cases did not interfere with the temperature measurements.

During the stream test, temperature in the stream was fairly constant and varied between 14.5 and 15.5 °C (Fig. 4). The difference between the thermometers that displayed the lowest and the highest temperature was 0.5 °C for 90% of the measurements (n = 355) and 1.0 °C for 10% of the measurements (n = 355). After the correction factors were applied, these differences decreased to 0.0 °C for 38% of the measurements and 0.5 °C for 62% of the measurements. However, there were no significant differences (paired Student’s t-test, p > 0.05) in the mean, minimum and maximum temperatures from the SmartButtons before and after applying the correction factors (Table 4). After the corrections were applied, the standard deviations of the mean and minimum temperatures decreased, an indication of improved repeatability; however, the difference was only significant (F test, p < 0.001) for the minimum temperature values. In contrast, the standard deviation of the maximum temperature values increased after the
calibration factors were applied, although the difference was not significant (F test, \( p > 0.05 \)).

**DISCUSSION**

The results of our analyses indicate that the accuracy of the SmartButtons is well within the \( \pm 1.0 \, ^\circ C \) accuracy quoted by the manufacturer (ACR Systems Inc., 2010). Given a similar range of temperatures to that which we found in small streams in our geographical area, the sensor readings are within \( \pm 0.5 \, ^\circ C \) of the actual water temperature 90% of the time. Based on this study, the mean error of the SmartButtons falls within the \( \pm 0.1 \, ^\circ C \) of variation from the correction factor for each 10°C range that is considered acceptable by the World Meteorological Organization (WMO, 2008). However, the standard deviation of the error values indicated that 50 to 60% of the thermometers require a correction factor that is outside the \( \pm 0.2 \, ^\circ C \) range accepted by the World Meteorological Organization (WMO, 2008) for meteorological measurements. Therefore, the SmartButtons are not suitable for regular meteorological use. However, their low cost and small size, combined with the ease of programming data collection and retrieving data, makes them highly attractive for other environmental uses. The repeatability of the measurements taken with the SmartButtons and the accuracy of the sensor readings are significantly improved by calibrating the sensors against a traceable reference standard. Our observations suggest that the degree of accuracy obtained through calibration will likely suffice for most biological applications. In the case that greater accuracy is required, Hubbart *et al.* (2005) proposed a screening method for discarding thermometers with relatively low accuracy. For SmartButtons, this would most likely mean discarding approximately 40% of a batch of new SmartButtons to use only thermometers that do not require corrections. This information should be taken into account when calculating the costs of acquiring the equipment.

Although the ice bucket method is an accepted method for the calibration and screening of thermometers (Dunham *et al.*, 2005; Hubbart *et al.*, 2005), our experience suggests that it is difficult to maintain a constant ice bath temperature, and therefore, we have discarded this method as an option for the routine calibration of SmartButtons. In our case, shifts in the temperature of the ice bath seem to have occurred as a function of the overall temperature of the laboratory. Using an incubator that has been demonstrated to maintain a constant temperature is preferred over the ice bucket method. Based on the results of our accuracy tests, we propose a calibration method for the SmartButtons. We used an INFOR Multitron incubator, which has a transparent lid that is very convenient for checking the temperature of the reference thermometer during calibration without opening the equipment. Additionally, calibration against a certified thermometer must be performed independently of the calibration method (WMO, 2008). Performing a calibration of the incubator helped to reduce uncertainty during the calibration of the SmartButtons (*e.g.*, by making it easier to find the thermostat setting for a given target temperature). However, the thermostat setting, the incubator thermometer readings and the temperature inside the incubator differed slightly even after calibration of the incubator. A record of the reference temperature during calibration and the correction factors for each thermometer should be kept for documenting the conversion from field measurements to the final corrected dataset.

Our short field incubation in a stream showed that the calibration of the SmartButtons improved the repeatability of the measurements but did not improve detection of maximum temperatures. These results suggest that the SmartButton might function differently when cooling down or heating up. Similarly, Hubbart *et al.* (2005) observed differences in the performance of small button thermometers at low and high temperatures. Temperature measurements by semiconductor thermometers (or thermistors) are based on the change of electrical resistance of a measuring element (a silicon sensor in the case of the SmartButton). The passage of electricity through the measuring element produces heat and self-heating of the thermometer causes the
temperature of the instrument to become higher than the temperature of its surroundings. This self-heating effect is greater in small thermistors than in large ones (WMO, 2008). The impact of self-heating on the quality of temperature measurements is probably negligible for most environmental applications, but special care should be taken if obtaining maximum stream temperature data is important for fulfilling the objectives of a project (e.g., determining habitat suitability for salmonids).

Water leakage was not a problem in our laboratory tests, although leakage appears to have caused malfunctioning of loggers and data loss with other thermistor models (Wolaver & Sharp, 2007). Coating the thermometer with plastic is an alternative if waterproofing the thermometer is necessary, although the coating interferes with temperature measurements if the thermometers are directly exposed to the sun (Roznik & Alford, 2012). Before introducing the SmartButtons into the metallic protective cases, we wrapped each of them in a small Ziploc bag for additional protection from dirt and for convenient handling (e.g., the bag is easily labelled with a permanent marker). This method can also be used with thermistors that are not waterproof because the size of the resulting package is not much bigger than the instrument itself.

The protective case that we used provides a reliable way to protect the SmartButtons during in-stream use at a cost of approximately 6 Euros per case, which is lower than commercial metallic cases. The effect of the case on temperature measurement was negligible and was similar in magnitude to the effects that have been observed for other cases (e.g., Malard et al., 2001). However, we observed that silt tends to accumulate inside the case, so these cases are not suitable for temperature measurements in streams that transport large loads of fine sediment. The design of the case and the anchoring system has been improved through several field trials. In a recent study we used 50 cases, of which 3 were lost due to human vandalism and one was lost due to breakage at the anchoring point. To date, we have not lost any sensors due to failure of the anchoring cable or damage to the case itself.
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APPENDIX: Calibration method for the ACR SmartButtons

MATERIALS
Plastic tray filled with water
2 cm polystyrene plate
ASTM 63C thermomether with calibration bulletin (certified reference thermometer)
Incubator INFOR Multitron

PROCEDURE
1. Program the SmartButtons for data collection at 2 minute intervals.
2. Set-up the incubator for a reference temperature of interest.
3. Place the SmartButtons and the reference thermometer in the plastic tray and introduce the plastic tray in the incubator over a 2 cm polystyrene plate. Make sure that the scale of the reference thermometer can be read through the glass door of the incubator. Wait 2 hours for temperature equilibration.
4. Check the temperature of the reference thermometer at 15 minute intervals (Tr). Collect data for 2 hours. The reference temperature should not change during this period.
5. Download data and calculate the mean temperature for each SmartButton for the two hours period (Ts).
6. Calculate the difference between each SmartButton and the reference thermomether, \( D = Ts - Tr \).

CORRECTION FACTORS
Correction factors are calculated as a function of \( D \):

\[
\begin{align*}
D > 1.0 & \quad \text{Probable malfunction (discard thermometer)} \\
0.75 < D < 1.0 & \quad -1 \\
0.25 < D < 0.75 & \quad -0.5 \\
-0.25 \leq D \leq 0.25 & \quad 0 \text{ (no correction required)} \\
-0.75 \leq D < -0.25 & \quad 0.5 \\
-1.0 \leq D < -0.75 & \quad 1 \\
D < -1.0 & \quad \text{Probable malfunction (discard thermometer)}
\end{align*}
\]